14
Interventions and analysis of change
Running an ANCOVA in SAS
We are going to illustrate the analysis of the data from the halitosis study that were presented in Table 14.3 (this is reproduced in Table 1)
Table 1Pre-test and post-test breath ratings for the new intervention and control conditions
	New intervention group
	Control group

	Pre-test
	Post-test
	Pre-test
	Post-test

	1.00
	2.00
	2.00
	2.00

	1.00
	4.00
	2.00
	2.00

	2.00
	6.00
	1.00
	0.00

	3.00
	4.00
	3.00
	2.00

	2.00
	3.00
	2.00
	1.00

	2.00
	5.00
	2.00
	0.00

	1.00
	4.00
	2.00
	1.00

	0.00
	5.00
	1.00
	2.00

	1.00
	3.00
	1.00
	2.00

	2.00
	5.00
	1.00
	2.00


You should set up your Excel data file as we have done in Screenshot 1.
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Screenshot 1
You should import the data into SAS and then to run the ANCOVA we can use the Proc GLM command. Remember that we are interested in the difference between the conditions of our 'Intervention' groups on the Post-test breath ratings whilst controlling for pre-test breath ratings. You need to set out the command like this:

data working; set Data_lib.Halitosis;

Proc GLM Data = working;

Class Intervention;

Model Posttest = Intervention Pretest;

Run;
In this command, the Proc GLM command starts the GLM procedure and lets SAS know that we are using the data in the 'working' file. The Class command tells SAS that the Intervention variable is a categorical variable and the Model command specifies the DV, IV and covariate. The DV is placed before the '=' the IV(s) is(are) placed immediately after the '=' and the covariates are placed after the IVs . When you run this set of commands, you will be presented with the following output:
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                                       The GLM Procedure

                                    Class Level Information

                          Class             Levels    Values

                          Intervention           2    Control NewInt

                            Number of Observations Read          20

                            Number of Observations Used          20
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                                       The GLM Procedure

Dependent Variable: Posttest   Posttest

                                              Sum of

      Source                      DF         Squares     Mean Square    F Value    Pr > F

      Model                        2     36.72264151     18.36132075      16.40    0.0001

      Error                       17     19.02735849      1.11925638

      Corrected Total             19     55.75000000

                     R-Square     Coeff Var      Root MSE    Posttest Mean

                     0.658702      38.47088      1.057949         2.750000

      Source                      DF       Type I SS     Mean Square    F Value    Pr > F

      Intervention                 1     36.45000000     36.45000000      32.57    <.0001

      Pretest                      1      0.27264151      0.27264151       0.24    0.6279

      Source                      DF     Type III SS     Mean Square    F Value    Pr > F

       Intervention                 1     36.63004892     36.63004892      32.73    <.0001

Pretest                      1      0.27264151      0.27264151       0.24    0.6279
Here you should look at the 'Type III SS' table and this shows us that we have a significant effect of condition after we have controlled for pre-test scores (F = 32.73, df = 1, 17, p < .0001). You obtain the error degrees of freedom from the top ANOVA table. You should also report that the covariate (pre-test scores) is not significantly related to the dependent variable, post-test scores F = 0.24, df = 1,17, p = .628).
Running McNemar’s test in SAS
We will illustrate McNemar's test in SAS using the data from Table 14.4 from Chapter 14. This has been reproduced here in Table 1. 

Table 1
	
	Post-test halitosis
	Post-test 

no halitosis
	Total

	Pre-test halitosis
	50
	6
	56

	Pre-test no halitosis
	11
	133
	144

	Total
	61
	139
	200</TT>


You should set out your data file as we have in Screenshot 2 below:
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Screenshot 2
In order to run a McNemar test in SAS, you need to use the Prov Freq command along with the Table command. You should set out the commands as follows:
proc freq data=working;

  table Pretest*Posttest;

  exact mcnem;

  weight Freq;

run;
The Proc freq command initiates this procedure and indicates that we are using the data from the working file. The table  command sets out the rows and columns in our frequency table and the weight command specifies that we want to analyse the data in the 'Freq' variable.  The third row of commands indicates to SAS to run the McNemar test and to include the exact p-value in the output. When you run these commands, you will be presented with the following output:
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                                       The FREQ Procedure

                                  Table of Pretest by Posttest

                              Pretest(Pretest)     Posttest(Posttest)

                              Frequency ‚

                              Percent   ‚

                              Row Pct   ‚

                              Col Pct   ‚Halitosi‚NoHal   ‚  Total

                                        ‚s       ‚        ‚

                              ƒƒƒƒƒƒƒƒƒƒˆƒƒƒƒƒƒƒƒˆƒƒƒƒƒƒƒƒˆ

                              Halitosis ‚     50 ‚      6 ‚     56

                                        ‚  25.00 ‚   3.00 ‚  28.00

                                        ‚  89.29 ‚  10.71 ‚

                                        ‚  81.97 ‚   4.32 ‚

                              ƒƒƒƒƒƒƒƒƒƒˆƒƒƒƒƒƒƒƒˆƒƒƒƒƒƒƒƒˆ

                              NoHal     ‚     11 ‚    133 ‚    144

                                        ‚   5.50 ‚  66.50 ‚  72.00

                                        ‚   7.64 ‚  92.36 ‚

                                        ‚  18.03 ‚  95.68 ‚

                              ƒƒƒƒƒƒƒƒƒƒˆƒƒƒƒƒƒƒƒˆƒƒƒƒƒƒƒƒˆ

                              Total           61      139      200

                                           30.50    69.50   100.00

                          Statistics for Table of Pretest by Posttest

                                         McNemar's Test

                                  ƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒ

                                  Statistic (S)         1.4706

                                  DF                         1

                                  Asymptotic Pr >  S    0.2253

                                  Exact      Pr >= S    0.3323

                                    Simple Kappa Coefficient

                                ƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒ

                                Kappa                     0.7948

                                ASE                       0.0474

                                95% Lower Conf Limit      0.7020

                                95% Upper Conf Limit      0.8876

                                       Sample Size = 200
We are interested in the details in the 'McNemar's Test' table. Here we can see that we have a test statistic of 1.47 with 1 degree of freedom and an exact associated p-value of  .332 (or an asymptotic p-value of .225).
>McNemar <- matrix(c(50,11,6,133), nrow = 2, dimnames = list("Pretest" = c("Hal", "NoHal"), "Posttest" = c("Hal", "NoHal")))
Running the sign test using SAS
We will illustrate the use of the sign test in SAS with the data from Screenshot 14.11 in Chapter 14. We have input this data into Excel as indicated in Screenshot 3:
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Screenshot 3
Remember we are comparing breath ratings before and after an intervention. In order to run a sign test, we first have to generate a new variable which contains the differences between the Before and After scores for each participant. We can do this by typing in the following:

>diff = Before - After;
This assumes that you have your data imported and are using it as the working file. After this, we can then use the Proc Univariate procedure as follows:


diff = Before - After;

proc univariate data = working;

var Diff;

run;
Here the var command indicates that we want the statistics for the new 'Diff' variable that we have calculated. When you run these commands you will be presented with the following output:
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                                    The UNIVARIATE Procedure

                                        Variable:  diff

                                            Moments

                N                          20    Sum Weights                 20

                Mean                     -0.8    Sum Observations           -16

                Std Deviation       1.7651599    Variance            3.11578947

                Skewness           0.62011073    Kurtosis            -0.2420276

                Uncorrected SS             72    Corrected SS              59.2

                Coeff Variation    -220.64499    Std Error Mean      0.39470175

                                   Basic Statistical Measures

                         Location                    Variability

                     Mean     -0.80000     Std Deviation            1.76516

                     Median   -1.00000     Variance                 3.11579

                     Mode     -1.00000     Range                    6.00000

                                           Interquartile Range      2.00000

                                   Tests for Location: Mu0=0

                        Test           -Statistic-    -----p Value------

                        Student's t    t  -2.02685    Pr > |t|    0.0569

                        Sign           M      -4.5    Pr >= |M|   0.0490

                        Signed Rank    S     -37.5    Pr >= |S|   0.0759

                                    Quantiles (Definition 5)

                                     Quantile      Estimate

                                     100% Max           3.0

                                     99%                3.0

                                     95%                2.5

                                     90%                2.0

                                     75% Q3             0.0

                                     50% Median        -1.0

                                     25% Q1            -2.0

                                     10%               -3.0

                                     5%                -3.0

                                     1%                -3.0

                                     0% Min            -3.0
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                                    The UNIVARIATE Procedure

                                        Variable:  diff

                                      Extreme Observations

                              ----Lowest----        ----Highest---

                              Value      Obs        Value      Obs

                                 -3       13            0       11

                                 -3       12            1        5

                                 -3        8            2       14

                                 -3        2            2       15

                                 -2       20            3       18
The part of the output that we are interested in is the row labelled 'Sign'. You can see here that we have a test statistics of 4.5 with an associated p-value of .049. Thus we have a significant difference between our two conditions.
Generating single-case design graphs Using R
The generation of single-case design graphs is rather complicated in SAS and so is beyond the scope of this introductory text. There is no straightforward way of achieving this in SAS. Doing this requires a thorough understanding of advanced graphing in SAS.
